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    4. Fuzzification (definition, representation, operations, properties, hedges) - p490…
       1. Membership function formulas - [formulas](http://www.dma.fi.upm.es/recursos/aplicaciones/logica_borrosa/web/fuzzy_inferencia/funpert_en.htm)
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